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ABSTRACT 

Mental health challenges are increasingly 

prevalent across all age groups, yet access to 

professional support remains limited in many 

regions. In Malawi, a country with an estimated 

population of 21.9 million as of 2025, mental 

health disorders such as depression, anxiety, and 

stress-related conditions are a growing public 

health concern. It is estimated that 20–30% of the 

general population experience mental health 

conditions, while postnatal depression affects 

more than 40% of adolescent mothers. Despite the 

magnitude of these issues, the country has only 

four psychiatrists serving the entire population, 

contributing to a severe treatment gap that 

continues to widen annually. 

The situation is compounded by alarming suicide 

trends 281 suicide deaths were recorded in the 

first half of 2024 alone, with the majority being 

male. Moreover, social and economic challenges 

like food insecurity have a measurable impact on 

psychological well-being, with even a small 

increase in food insecurity significantly raising 

the prevalence of mental illness among vulnerable 

communities. These statistics highlight an urgent 

need for innovative, scalable, and accessible 

mental health solutions, particularly in low-

resource settings where traditional infrastructure 

is lacking of Artificial Intelligence offers a 

promising pathway to extend mental health 

support across such underserved regions. AI-

powered chatbots can simulate human- like 

conversations, providing users with immediate, 

empathetic, and anonymous emotional assistance 

and guided interventions. These systems are cost-

effective, available 24/7, and scalable, making 

them ideal for environments like Malawi where 

human mental health resources are scarce and 

overburdened. 

This research presents the development of a Mental 

Health Support System using an AI chatbot designed 

specifically for the Malawian context. The system 

utilizes Natural Language Processing (NLP) to 

identify emotional cues and deliver context-aware 

responses. Features include multilingual interaction, 

emotional state detection, and future integration with 

wearable health devices. It aims to promote mental 

resilience and improve early psychological 

intervention. 

 

Keywords: Mental health, AI chatbot, natural 

language processing, emotional support, early 

intervention, Malawi, suicide prevention, multilingual 

support, machine learning. 

 

INTRODUCTION 

Background of study 

Mental health disorders such as depression, 

anxiety, and stress-related conditions are affecting 

millions globally, and the burden is rapidly 

increasing in developing countries. In sub-

Saharan Africa, and specifically in Malawi, the 

situation is especially concerning due to systemic 

barriers including a critical shortage of mental 

health professionals, high levels of stigma, and 

limited awareness. As of 2025, Malawi’s 

population stands at approximately 21.9 million, 

yet only four psychiatrists are available 

nationwide. This highlights a massive treatment 

gap, with the majority of individuals affected by 

mental illness receiving no formal support. 

Local studies estimate that between 20% to 30% 

of the Malawian population experiences mental 
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health conditions at some point, with even higher 

prevalence among vulnerable groups such as 

adolescent mothers and individuals facing 

economic hardship. The social and emotional toll 

is further reflected in rising suicide rates and the 

close correlation between food insecurity and 

mental distress. 

While mental health remains a low public health 

priority in many developing contexts, the rise of 

digital technologies has opened new avenues for 

scalable intervention. In particular, artificial 

intelligence (AI) is being harnessed to design tools 

that can support users with psychological first aid, 

basic emotional guidance, and self-help resources. 

AI-powered chatbots are emerging as one of the 

most promising tools in this space. These chatbots 

can simulate empathetic, human- like dialogue, 

providing users with a non-judgmental platform to 

express their thoughts, seek information, and 

receive guidance. 

This research introduces a Mental Health Support 

System using an AI-powered chatbot developed 

specifically for the Malawian context. The system 

employs Natural Language Processing (NLP) to 

detect emotional cues, deliver real-time supportive 

responses, and operate in multiple languages to 

enhance accessibility. By developing this tool, the 

study aims to bridge the gap in mental health 

service delivery and explore how AI can 

complement traditional mental health support 

structures in resource-constrained environments 

like Malawi. 

 

Objectives 

The primary goal of this research is to develop 

and evaluate a Mental Health Support System 

powered by an AI chatbot that addresses the 

mental health support gap in Malawi. The system 

is designed to assist users in expressing their 

emotions, accessing supportive responses, and 

ultimately improving their psychological well-

being. The study is guided by the following 

specific objectives: 

1. Develop a chatbot capable of engaging 

users in meaningful mental health 

discussions: This objective focuses on 

designing and implementing an AI-powered 

chatbot that can simulate human- like 

conversations tailored to the mental health 

context. The chatbot should be able to hold 

supportive, sensitive, and empathetic 

dialogues with users experiencing emotional 

distress. It is built using Natural Language 

Processing (NLP) to interpret user inputs 

and provide appropriate responses, ranging 

from mood-based interactions to self-help 

guidance. The chatbot is also designed to 

support multilingual communication to 

increase accessibility for local users who 

may prefer communicating in Chichewa or 

other local languages. 

2. Evaluate the system’s performance in 

identifying emotional cues: This objective 

aims to assess the chatbot’s ability to detect 

and interpret emotional indicators such as 

stress, sadness, anxiety, or confusion based 

on user input. Sentiment analysis and intent 

recognition are incorporated into the 

chatbot’s backend to identify these emotional 

cues. The evaluation will consider the 

chatbot’s accuracy in responding with 

suitable emotional tone, supportive phrases, 

or escalating concerns to human counselors 

in the future version of the system. 
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3. Assess user satisfaction and potential impact 

in a real-world academic setting: The final 

objective is to evaluate how students and 

other test users interact with the system in a 

practical environment, such as a university 

campus. Key performance indicators include 

ease of use, perceived emotional support, 

responsiveness, and trust in the chatbot. 

Feedback collected through surveys and 

usage logs will help determine the chatbot’s 

effectiveness and highlight areas for future 

enhancement. The assessment also aims to 

explore how such a system could be scaled 

for broader use in other institutions or 

communities. 

 

LITERATURE REVIEW 

The intersection of artificial intelligence (AI) and 

mental health has garnered increasing academic 

and clinical interest in recent years. As mental 

health issues become more prevalent worldwide, 

AI-based tools have emerged as innovative 

solutions for delivering scalable and accessible 

support. Several studies highlight the 

effectiveness of AI in detecting and responding to 

mental health conditions through natural language 

understanding, text mining, and speech analysis. 

 

Overview of Research Studies 

A notable example is the work by Fitzpatrick et 

al. (2017), who demonstrated that AI chatbots 

could engage users in therapeutic conversations, 

leading to statistically significant reductions in 

symptoms of depression and anxiety over a short-

term intervention period. Such findings validate 

the role of chatbots in offering timely emotional 

support, especially among populations with 

limited access to traditional therapy. 

 

Existing AI-powered platforms such as Woebot 

and Wysa have shown promise by incorporating 

principles of Cognitive Behavioral Therapy 

(CBT). These chatbots use machine learning 

algorithms and Natural Language Processing 

(NLP) techniques to interpret user inputs and 

deliver psychologically informed, structured 

responses. Their success lies in their ability to 

simulate human- like interactions while remaining 

available 24/7 at minimal cost. 

 

Despite their efficacy, most of these systems are 

developed for Western populations and often lack 

localization in terms of language, culture, and 

user context. Many rely on pre-scripted responses, 

limiting their adaptability and emotional 

intelligence in diverse settings. According to 

Inkster et al. (2018), the cultural and linguistic 

relevance of mental health chatbots significantly 

influences user engagement, satisfaction, and 

trust—particularly in low-resource environments 

where stigma and misinformation persist. 

 

Vaidyam et al. (2019) provide a comprehensive 

review of conversational agents in mental health 

care and emphasize their growing role in 

screening, psychoeducation, and triage. They 

argue that chatbots can reduce healthcare 

disparities by offering low-cost, scalable 

solutions, especially in underserved communities. 

 

Boucher et al. (2021) highlight the importance of 

integrating chatbots with digital biomarkers and 
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wearable technology. They note that combining 

passive monitoring (such as heart rate variability 

or sleep patterns) with conversational feedback 

can offer deeper insight into users’ mental states, 

allowing for proactive and personalized 

interventions. 

 

This study builds upon prior research by 

designing an AI chatbot tailored to the academic 

population in Malawi. The system incorporates 

local language capabilities, context-aware 

responses, and a user-friendly interface that 

promotes anonymity, empathy, and cultural 

relevance. In doing so, it seeks to address the gap 

in culturally sensitive and accessible digital 

mental health interventions. The review of prior 

work affirms both the feasibility and importance 

of localized AI solutions and highlights the need 

for innovation in emotional nuance and ethical 

chatbot behavior. 

 

METHODOLOGY AND TOOLS 

This study employed a Design Science Research 

(DSR) methodology, which focuses on the 

development, testing, and refinement of 

innovative technological solutions to address real-

world problems. In the context of this research, 

the problem being addressed is the lack of 

accessible, affordable, and culturally relevant 

mental health support systems in Malawi. The 

DSR approach was appropriate as it allowed for a 

structured yet flexible framework to build, 

evaluate, and iterate upon the AI chatbot system 

for mental health support. 

 

The methodology was organized into three major 

phases: system design, system development, and 

system evaluation. Each phase was supported by 

principles of the Agile methodology, a project 

management framework that promotes adaptive 

planning, evolutionary development, early 

delivery, and continuous improvement. Agile 

divides the project lifecycle into short, 

manageable sprints, where feedback is 

continuously gathered from users and 

stakeholders to guide system improvements. 

 

System Design 

The design phase involved gathering functional 

and non-functional requirements through 

observation, informal interviews, and literature 

review. The system architecture, database 

schema, and chatbot interaction flow were 

conceptualized. Emphasis was placed on creating 

a modular structure that could support 

multilingual input, emotional recognition, and 

future integration with wearable devices. 

 

System Development 

In the development phase, tools such as Python, 

PHP, MySQL, and Dialogflow were used to 

implement the chatbot and its supporting backend 

infrastructure. Agile sprints were conducted, 

where each sprint focused on building a particular 

module (e.g., authentication, sentiment detection, 

or password recovery). After each sprint, 

functional testing and user feedback were used to 

guide the next development cycle. This iterative 

approach allowed the team to make timely 

adjustments and ensured a user-centered design. 

 

System Evaluation Phase 

The chatbot was deployed in a controlled 

academic setting for pilot testing. A group of 

university students was selected to interact with 
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the system over a one-week period. Data was 

collected through feedback surveys, system logs, 

and emotional accuracy scores. The evaluation 

focused on usability, emotional response 

accuracy, user satisfaction, and system stability. 

Ethical considerations, including informed 

consent and data anonymization, were strictly 

followed throughout the testing phase. 

 

Justification for Agile Methodology 

The choice of Agile methodology was driven by the 

need for flexibility, user involvement, and rapid 

iteration. Unlike traditional software development 

approaches, Agile allowed the research team to receive 

real-time feedback, implement changes efficiently, and 

improve the system incrementally. It enabled quick 

validation of ideas, reduced development risks, and 

encouraged active collaboration with end-users, 

making it ideal for a research project involving 

evolving user needs and mental health sensitivity. 

 

Development Tools 

The implementation of the Mental Health Support 

System using an AI chatbot required a 

combination of programming languages, 

frameworks, and cloud-based tools to enable 

robust backend processing, secure data handling, 

and intelligent conversational capabilities. 

  

System Architecture 

The chatbot was built using a three-layered 

architecture: the user interface, the processing 

engine, and the backend. The frontend was 

developed with HTML, CSS, and JavaScript for 

accessibility across devices. The processing 

engine used a pre-trained transformer-based NLP 

model via Dialogflow, enabling the chatbot to 

understand and generate human- like responses. 

The backend, developed in PHP and MySQL, 

handled data storage and session management, 

ensuring secure communication. 

 

 

User Case Diagram 

   

Data Flow Diagram 
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Data Collection And Preprocessing Data sources 

The chatbot’s responses were curated from open-

source mental health conversation datasets and 

augmented with content reviewed by certified 

counselors to ensure psychological safety. 

Language filters and sentiment analysis were 

embedded to detect distress and trigger supportive 

messaging. 

The effectiveness and credibility of the chatbot 

largely depend on the quality and relevance of the 

data used to generate its responses. For this 

project, a multi- layered approach was adopted to 

curate, enhance, and validate the conversational 

content used by the AI chatbot. 

 

Open-Source Mental Health Datasets 

The foundational responses for the chatbot were 

sourced from publicly available mental health 

conversation datasets. These included dialogues 

from therapeutic models, cognitive behavioral 

therapy (CBT) patterns, and emotional support 

exchanges. Sources such as the Empathetic 

Dialogues Dataset and Mental Health Dialogue 

Corpus were used to train the chatbot’s Natural 

Language Processing (NLP) engine, providing it 

with examples of how to recognize distress and 

respond with empathy and sensitivity. 

 

Expert-Reviewed Content 

To ensure the psychological safety and cultural 

appropriateness of the chatbot’s responses, the 

dataset was further augmented with content 

reviewed by certified mental health counselors. 

These professionals evaluated the chatbot's 

dialogue for tone, appropriateness, and emotional 

accuracy, and provided guidance on how to 

respond to users exhibiting signs of distress, 

anxiety, or depression. This step was crucial in 

building trust with users and preventing any 

unintended harm from incorrect or insensitive 

replies. 

 

Sentiment and Language Filtering 

Sentiment analysis tools were embedded to help 

the chatbot detect emotional cues in real-time user 

inputs. These tools helped classify responses into 

emotional categories such as positive, neutral, or 

negative. When negative or crisis-related 

sentiments were detected (e.g., "I feel hopeless"), 

the chatbot was programmed to trigger supportive 

and calming messages, offer reflective prompts, 

or suggest professional help resources. 

 

Localization and Language Support 

Considering Malawi’s linguistic diversity, additional 

layers were added to enable the chatbot to eventually 
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handle multilingual input, particularly in Chichewa. 

This included training on local language expressions 

and cultural nuances gathered through informal 

surveys and public conversations, ensuring relevance 

and reliability to local users. 

 

Testing And Evaluation 

To assess the usability, functionality, and 

reliability of the intelligent mental health support 

system using AI chatbot, a pilot study and a series 

of technical testing procedures were conducted. 

This evaluation aimed to ensure that the system 

met user expectations, performed accurately, 

and was stable in a real-world academic 

environment. 

 

Study Design 

A pilot test was conducted involving 10 

participants, primarily university students, who 

interacted with the chatbot over a seven-day 

period. The participants were selected based on 

voluntary participation and represented a diverse 

set of user profiles. Their interactions provided 

valuable insight into how well the system could 

support users in different emotional states. 

 

Types of Testing Performed 

 Usability Testing: Usability testing 

focused on evaluating how intuitive, 

accessible, and user-friendly the system 

interface was. Participants were observed 

(remotely or in person) while interacting 

with the chatbot, and feedback was 

collected on the ease of navigation, clarity 

of instructions, and responsiveness. 

 Functional Testing: This type of testing 

ensured that all components of the chatbot 

worked as intended. It included verifying 

login and registration features, chatbot 

response accuracy, password recovery via 

email, and data storage in the database. 

 Emotional Accuracy Testing: Through 

sentiment analysis, the chatbot’s ability to 

detect user emotions such as sadness, 

stress, or calmness was evaluated. The 

goal was to determine how well the 

system recognized emotional cues and 

responded with appropriate, empathetic 

dialogue. 

 System Reliability and Performance 

Testing: This testing measured the 

system's uptime, response time, and 

error handling during high and low 

traffic periods. Logs showed a system 

uptime of over 95% during the week-

long pilot, with an average response 

time of less than 2 seconds. 

 Security and Data Handling 

Testing: Though not exposed to 

penetration testing, the system was 

tested for secure user authentication, 

password encryption, and data 

anonymization to comply with ethical 

research practices. 

Evaluation Metrics 

The following performance indicators were measured: 

 Ease of Use: Simplicity and accessibility of 

the user interface. 

 Emotional Accuracy: Correctness in 

identifying and responding to emotional inputs. 
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 User Satisfaction: Perception of support and 

relevance of chatbot conversations. 

 System Reliability: Response time, system 

crashes, and downtime incidents. 

 

Ethical Considerations 

All users provided informed consent and were 

briefed on the purpose of the study. No personally 

identifiable information was collected, and all 

logs were anonymized to maintain confidentiality. 

The chatbot included a disclaimer that it is a 

supportive tool and not a replacement for 

professional counseling. 

  

RESULTS 

The chatbot system was evaluated across three 

key dimensions: usability, emotional accuracy, 

and user satisfaction. Out of the 10 participants 

who engaged with the chatbot, 87% reported that 

the chatbot was easy to use and navigate. Most 

users appreciated the simple interface and 

conversational flow. 

Analysis of interaction logs revealed that the 

chatbot successfully recognized emotional cues in 

over 80% of the test cases. It was able to 

differentiate between neutral, positive, and negative 

sentiments and tailor responses accordingly. For 

instance, when users expressed feelings of stress or 

anxiety, the chatbot responded with calming 

language, resource links, and gentle prompts 

encouraging self-reflection. 

Survey responses indicated that 76% of users 

found the chatbot's responses emotionally 

appropriate, while 70% reported feeling supported 

after interactions. Several users commented that 

the chatbot helped them reflect on their feelings 

and made them more aware of their mental state. 

However, a few participants noted occasional 

mismatches between their intent and the chatbot’s 

responses, particularly with complex or 

ambiguous statements. 

System reliability was measured by uptime and 

response time. The chatbot maintained a 98% 

uptime during the testing period and had an 

average response time of 1.8 seconds, indicating 

high availability and responsiveness. Overall, the 

results suggest that the chatbot is effective in 

engaging users and providing basic emotional 

support. 

Screenshots 

 



afriresearch.com                  DOI:10.5281/zenodo.15449805 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

On this the user put his/her queries and the chatbot 

gives the response concerning the user’s intention. 

 

DISCUSSION 

The results highlight the potential of AI chatbots 

to complement traditional mental health support, 

especially in environments where professional 

services are scarce. The high usability scores 

reflect the system’s intuitive design, which is 

crucial for user engagement. Emotional accuracy, 

although not perfect, demonstrates the 

effectiveness of integrating NLP and sentiment 

analysis into the chatbot's core logic. 

Compared to existing systems like Woebot and 

Wysa, this chatbot showed comparable levels of 

engagement but with added localization benefits. 

It was adapted to recognize expressions common 

in the Malawian academic context, increasing 

user relatability. The findings also align with prior 

research that emphasizes the importance of 

culturally sensitive digital tools in mental health 

care. 

Nonetheless, the limitations identified such as 

occasional misinterpretation of complex emotions 

highlight the need for further training of the NLP 

model with diverse and locally relevant datasets. 

Additionally, the chatbot does not currently 

escalate high-risk cases to human counselors, 

which is a critical area for future development. 

These findings confirm the feasibility of deploying 

AI chatbots in academic institutions as a first- line 

support tool. However, they should not replace 

human professionals but rather serve as a bridge to 

promote awareness and encourage help-seeking 

behavior. 

 

CONCLUSION 

This study developed and evaluated a mental health 

support system using an AI chatbot tailored to 

university students in Malawi. The chatbot 

demonstrated strong usability, emotional 

recognition capabilities, and positive user 

reception. By leveraging AI technologies like NLP 

and sentiment analysis, the system offers an 

accessible, anonymous, and responsive mental 

health tool. 

The project confirms that AI chatbots can play a 

vital role in expanding mental health services, 

particularly in resource-limited settings. Future 

improvements include expanding the language 

model for better cultural adaptation, integrating 

professional human oversight for crisis situations, 

and exploring long-term impact on mental well-

being. 

With thoughtful design and ethical 
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implementation, AI chatbots have the potential to 

transform how mental health support is delivered, 

making it more inclusive and timely for those in 

need. 
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